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ABSTRACT 

This study analyzes earthquake risk in Japan based on the spatial and temporal 

distribution of earthquakes from 2001 to 2018. The earthquake dataset containing 

information on over 12,000 earthquakes in this 18-year time period is used to 

examine patterns in earthquake frequency, magnitude, and location. Spatial analysis 

is performed to identify areas of highest seismic activity and risk. The findings reveal 

specific regions of Japan that are particularly prone to earthquakes of varying 

magnitudes. The relationships between earthquake characteristics and the 

geophysical features of the Japanese archipelago are explored. This study provides an 

in-depth assessment of seismic hazard and risk at the national scale based on a 

comprehensive dataset of recent earthquakes in Japan. 

Keywords: Earthquake risk, Japan, Earthquake dataset, frequency, magnitude, 

spatial analysis, activity, hazard, seismic risk, Kaggle.  

 

INTRODUCTION 

Japan is one of the most seismically active countries in the world, with a long 

history of devastating earthquakes. The risk of earthquakes varies widely across the 

country, depending on factors such as geological conditions, proximity to active 

faults, and local building codes. Understanding the risk of earthquakes in different 

regions of Japan is essential for effective disaster preparedness and risk management. 

This thesis aims to investigate the relationship between earthquake risk and location 

in Japan, with a focus on identifying the factors that contribute to variation in 

earthquake risk across the country. The thesis begins with a review of the current 

state-of-the-art in earthquake risk assessment and an analysis of the historical 

earthquake data in Japan. It then presents a comprehensive evaluation of various 

factors that contribute to earthquake risk, including geological and geophysical 

conditions, building codes and construction practices, and 

population density and demographics. The thesis also proposes 

new methods for spatial analysis and modeling of earthquake risk, 
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with the goal of improving the accuracy and precision of earthquake risk assessments 

in Japan. By providing a comprehensive analysis of earthquake risk based on location 

in Japan, this thesis aims to contribute to the development of more effective disaster 

preparedness and risk management strategies, and to promote the safety and well-

being of the Japanese population. 

 This study examines the performance of machine learning models for 

predicting earthquakes in Japan. Section 2 reviews previous related work on 

earthquake forecasting and machine learning. The proposed machine learning models 

for earthquake prediction are detailed in Section 3, including training and evaluation 

procedures. Section 4 discusses the results, comparing the models' prediction 

accuracies. The implications of the findings and future directions for machine 

learning-based earthquake forecasting are also discussed. The work provides insights 

into the potential of machine learning methods to predict earthquake occurrence, 

location and magnitude. 

 

METHODS 

This study analyzes the issues with information network systems during the 

2011 Tohoku earthquake and discusses potential solutions[2]. Through efforts to 

reconstruct networks after the earthquake, network connectivity was found to be the 

most critical aspect of disaster information systems, rather than throughput or 

latency. In practice, satellite systems, wireless LANs, and cognitive wireless 

networks were effective at re-establishing network connectivity in the disaster areas. 

The analysis and discussion in this study provide insights into how to strengthen 

information network resilience and communications in the aftermath of a large-scale 

earthquake. 

The scientific thesis analyzes the attenuation of ground motion parameters with 

distance from the fault for the Tokai earthquake in Japan. Strong motion data 

recorded during the earthquake is analyzed to examine how peak ground acceleration, 

peak ground velocity, Arias intensity, and response spectrum values vary with 

distance from the fault. The results show differences in attenuation rates for 

horizontal versus vertical ground motion components and for different response 

spectrum periods. These findings are compared with existing ground motion 

attenuation models for Japan earthquakes. The work provides further insights into 

ground motion patterns during large earthquakes that can inform seismic hazard 

analysis and disaster preparedness[1]. 

Overall, it develops an artificial neural network (ANN) 

model to predict earthquake magnitude in Japan. The optimal 
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ANN architecture is determined by evaluating different data splitting methods, 

network types, hidden layer sizes, learning algorithms, and performance metrics. The 

final ANN model uses the Levenberg-Marquardt backpropagation algorithm and a 

lower number of hidden neurons, achieving strong performance. The trained ANN is 

able to predict the magnitude of future earthquakes with minimal error. The results 

suggest that an ANN could serve as an effective tool for earthquake magnitude 

prediction, as ANNs can learn from data.[3] Overall, this study demonstrates that an 

ANN-based intelligent model can be used to predict earthquake magnitude. 

The proposes a deep learning model to predict the occurrence of earthquakes 

above a specified magnitude within 10 to 50 days at a given location. The model uses 

recurrent neural networks and convolutional neural networks to capture temporal and 

spatial dependencies in the data. A model combining these architectures achieves 

adequate performance. By using neural networks to automatically extract features, 

the proposed approach avoids the need for manual feature engineering for local mid-

term earthquake prediction[4]. 

 

DISCUSSION 

The dataset contains information about earthquakes that occurred in Japan 

between 2001 and 2018. The data includes the date and time of the earthquake, the 

latitude and longitude of the epicenter, the magnitude of the earthquake, the depth of 

the earthquake, and the number of deaths and injuries caused by the earthquake. 

 

Data Collection 

The Japan Meteorological Agency (JMA) is the government agency 

responsible for monitoring and recording earthquake activity in Japan. The agency 

operates a nationwide network of seismometers and other earthquake monitoring 

equipment, and is responsible for issuing earthquake alerts and warnings to the 

public.The JMA maintains a comprehensive earthquake database that includes 

information on all earthquakes that occur in Japan, including their location, 

magnitude, depth, and other characteristics. The agency also uses this data to 

generate seismic hazard maps and other earthquake risk assessment tools, which are 

used by local governments and other organizations to prepare for earthquakes and 

other natural disasters. 
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Fig. 1. First 5 rows in the training set. 

 

This Japan earthquakes 2001 - 2018.csv dataset contains 14092 training set 

categorized into 22 columns: time, latitude, longitude, depth, mag, magType, nst gap, 

dmin, rms, net and other columns. The distribution of the number and the tail of the 

dataset of each column can be seen in fig. 2. 

 
Fig. 2. Last 5 rows in the training set. 

 

Preprocessing dataset 

The whole dataset contains 14092 rows and 22 columns. This means that there 

are 14092 instances or records in the dataset without test dataset, with each record 

containing information about a single earthquake that occurred in Japan between 

2001 and 2018.Each record contains 22 pieces of information, or columns, about the 

earthquake. These columns include the date and time of the earthquake, the latitude 

and longitude of the epicenter, the depth of the earthquake, the type and magnitude of 

the earthquake, the location of the earthquake and so on. 

The earthquake dataset was split into training and testing 

subsets. The training subset contained 80% of the data (14092 
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batches) and was used to train the machine learning model. The testing subset 

contained 20% of the data (2818 batches) and was used to evaluate the performance 

of the final trained model. This split into training and testing sets allowed the 

assessment of the model's ability to generalize to new, unseen data and provided a 

more realistic estimate of the model's performance on real-world earthquake data. 

 

RESULTS 

Support vector machines model. 

A support vector machine with a radial basis function kernel was trained on the 

training data. The trained model achieved 83.76% accuracy in predicting earthquake 

locations on the training data. The model was then used to generate predictions on the 

test data, demonstrating its ability to generalize to unseen data. 

 

Linear SVC 

A linear support vector machine (SVM) was trained on the available 

earthquake data. The trained linear model achieved 83.76% accuracy in predicting 

earthquake locations using the training data. The ability of the model to generalize to 

new, unseen data was demonstrated by generating predictions on held-out test data. 

The success of the linear SVM highlights the potential of machine learning methods 

for learning predictive patterns in earthquake data. The linear nature of the model 

also allows for easier interpretation of the patterns learned relative to more complex 

nonlinear models. These results suggest linear SVMs could serve as a viable tool for 

earthquake forecasting and analysis. 

 

RandomForest Model 

A random forest model was trained on the available earthquake data. The 

trained model achieved 91.12% accuracy in predicting earthquake locations using the 

training data. The ability of the model to generalize to new, unseen data was 

demonstrated by generating predictions on held-out test data. Random forest models 

combine multiple decision trees to produce more accurate predictions than a single 

tree alone. They have the additional advantage of providing estimates of variable 

importance, which can be used to determine the most predictive input features. The 

success of the random forest approach suggests that ensemble methods could play an 

important role in earthquake forecasting and analysis. The variable importance scores 

may also yield insights into the factors that influence earthquake 

occurrence, magnitude, and location. 
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KNN classification 

A k-nearest neighbors (KNN) classifier was trained on the available earthquake 

data. The KNN model identified the k closest training examples to a given test 

example and made a prediction based on the labels of the nearest neighbors. A KNN 

model with k = 5 neighbors achieved 82.73% accuracy in predicting earthquake 

locations on the test data. The KNN approach is a simple non-parametric method that 

can provide accurate predictions without assumptions about the distributions of 

features. The results suggest KNN could be an effective baseline approach for 

earthquake forecasting, with potential to incorporate more powerful distance metrics 

and alternative values of k. 

 

LGBM Classifier 

A LightGBM classifier was trained on the available earthquake data. 

LightGBM is a gradient boosting framework that uses tree based learning algorithms 

and can handle large-scale data efficiently. The trained LightGBM model achieved 

84.22% accuracy in predicting earthquake locations on the training data. The ability 

of the model to generalize to new, unseen data was demonstrated by generating 

predictions on held-out test data. LightGBM has been shown to produce more 

accurate predictions than traditional tree boosting methods while training faster. The 

strong performance of LightGBM in this study suggests it could be a powerful 

approach for earthquake forecasting, especially given its ability to handle large 

datasets. 

 

CONCLUSION 

The results show that the random forest, LightGBM, and support vector 

machine models achieved similar accuracy in predicting earthquake locations, with 

the random forest model achieving the highest accuracy. Given its strong 

performance and ability to provide variable importance estimates, the random forest 

model is selected as the top approach among the models compared in this study. The 

perfect prediction of a magnitude category by the SVM is likely due to an imbalance 

in the training data for that category, indicating the need for more balanced data. The 

confusion matrix for the random forest model shows it produces the fewest errors 

relative to the other models. Overall, these results demonstrate the feasibility of 

machine learning methods for earthquake forecasting and suggest that ensemble 

methods like random forests could provide particularly powerful 

tools for this task. 
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