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ABSTRACT 

The paper presents the result of the research BCH Codes and its Application by 

polynomial presented. In the research work we used foreign reliable sources and 

materials. The BCH Codes and its Application by polynomial is very useful and usable 

in human life. Coding theory deals with the fast and accurate transmission of massages 

information over an electronic channel (telephone, telegraph, radio, TV, satellite, 

computer rely, etc.) that is affected by noise. The atmospheric conditions, interference 

from nearby electronic devices equipment failures. A variety of algebraic concepts can 

be used to describe BCH codes. In this research paper we discuss a class of codes 

called BCH codes that are linear and can be constructed to be multiple-error correcting. 

BCH codes are named for their creators Bose, Chaudhary, and Hocquenghem also we 

clarified that with some useful examples. 
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1.  Introduction   

Some of the most important codes, discovered independently by A.  

Hocquenghem in 1959 and by R. C. Bose and D. V. Ray-Chaudhary in 1960, are 

BCH codes. The European and transatlantic communication systems both use BCH 

codes. Information words to be encoded are of length 231, and a polynomial of degree 

24 is used to generate the code. Since                , we are dealing with 

a (255,231)-block code. This BCH code will detect six errors and has a failure rate of 1 

in 16 million. One advantage of BCH codes is that efficient error correction algorithms 

exist for them. The idea behind BCH codes is to choose a generator polynomial of 

smallest degree that has the largest error detection and error correction capabilities. Let 

       for some    . Suppose that ω is a primitive  th root of unity over   , 

and let       be the minimal polynomial over        
 . If  

        [                    ]  

Then the cyclic code        in    is called the BCH code of 

length n and distance d. The minimum distance of C is at least d.  
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Theorem 1. Let            be a cyclic code in   . The following 

statements are equivalent.  

1. The code C is a BCH code whose minimum distance is at least d. 

2. A code polynomial      is in   if and only if  (  )                

3. The matrix 

  

(

 
 

               

   
             

 
 
 

  

 
   

  

 
   

 
 
 

       

 
          )

 
 

 

Is a parity-check matrix for C. 

Proof. (1) ⇒ (2). If      is in  , then               [ ]. Hence, for   

        (  )      since   (  )    Conversely, suppose that   (  ) for     

 . Then      is divisible by each       since       is the minimal polynomial of   . 

Therefore,           by the Definition of     . Consequently,      is a codeword.  

2) ⇒ (3). Let                     
    be in   . The corresponding 

n-tuple in   
  is              

  By (2), 

   (

              
   

      
          

     

 
      

           
     

)   

 (

    

     
 

      

)   

Exactly when     is in  . Thus,   is a parity-check matrix for  .  

(3) ⇒ (1). By (3), a code polynomial                     
    is in   

exactly when (  )                        smallest such polynomial is      

   [           ]     [              ]  therefore,          

Example 1. It is easy to verify that         [ ]   has a factorization  

                                          Where 

each of the factors is an irreducible polynomial. Let   be a root of       . The 

Galois field GF      is  

{          
     

                       }  

  is a primitive 15th root of unity. The minimal polynomial 

of   is  
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              It is easy to see that    
and    

are also roots of        

the minimal polynomial of    
is                Therefore,  

                              

has roots           . Since both        and       divide      , the BCH 

code is a        code. If                                   

    therefore, a parity-check matrix for this code is 
 

 

(

 
 
 
 
 

  
  
  

  
  
  

  
  
  

  
  
  

       
       
       

  
  
  

  
  
  

  
  
  

  
  
  

       
       
       

  
  

  
  

  
  

  
  

       
       )

 
 
 
 
 

 

 

2. Construction of BCH Codes  

One way that BCH codes differ from the codes which we will discuss on here. 

BCH codewords are polynomials rather than vectors. To construct a BCH code, we 

begin by letting             [ ] for some positive integer  . Then   

  [ ]         is a ring that can be represented by all polynomials in   [ ] of degree 

less than  . Suppose        [ ] divides     . Then 

    {                       [ ]  of degree less than m} is a vector space in   with 

dimension m – deg      . Hence, the polynomials in   form codewords in an [    

        ] linear code in R with             codewords. The polynomial      is 

called a generator polynomial for the code. We consider the codewords in this code to 

have length m positions because we view each term in a polynomial codeword as a 

codeword position. A codeword        [ ] with m terms can naturally be 

expressed as a unique vector in   
  by listing the coefficients of c(x) in order 

(including coefficients of zero). In this book we will assume BCH codewords are 

transmitted this way with increasing powers of  .  

Example 2. Let            and                  [ ]. Then the 

code   of multiples of      in   [ ] of degree less than   has basis {     

                                       } Hence,   is a [7,4] code with 16 

codewords consisting of all linear combinations of  these basis polynomials in   [ ]. 

In this code, we will assume that the codeword             

would be transmitted as the vector              



Academic Research in Educational Sciences  Volume 4 | Issue 4 | 2023  

ISSN: 2181-1385 ISI: 0,967 | Cite-Factor: 0,89 | SIS: 1,9 | ASI: 1,3 | SJIF: 5,771 | UIF: 6,1 
  

 

  

485 April, 2023  

https://t.me/ares_uz                                 Multidisciplinary Scientific Journal 

 

                        
  . ∎ 

For a code constructed as described above to be a BCH code, the generator 

polynomial      must be chosen as follows. Let              for      be roots of 

     with minimum polynomials                     in       respectively, 

and let      be the least common multiple of the polynomials       in   [ ] .Note 

that      divides        so      can be used as the generator polynomial for a code. 

Choosing      in this manner is useful because of how it allows errors to be corrected 

in the resulting code. We will discuss BCH error correction in Section 2. Actually, 

choosing a generator polynomial as just described still does not necessarily yield a 

BCH code. For the resulting code to be a BCH code, the values of   and the roots     

must be chosen in a special way. We describe this next.  

Let        1  for some positive integer  , and let            

in   [ ] .Suppose      is a primitive polynomial of degree   in    [ ]. Then   [ ] 

       is a field of order     whose nonzero elements are generated by the field 

element  . We will denote the element   in this field by a. Then, for the roots     

described in the previous paragraph, we let                      Choosing the 

   in this manner is useful because of how it allows the generator polynomial      to be 

determined. The polynomials        described in the previous paragraph are then the 

minimum polynomials of     for          .Thus, we can determine      by forming 

the product that includes a single factor of each unique       As a consequence of 

Lagrange’s Theorem (Theorem 1.),    will be a root of      for all  . Hence,      will 

divide     .  

Because BCH codewords are in   [ ], some of the computations that are 

necessary for constructing BCH codes can be done very easily. Specifically, note that 

           
      

    
      

    over    since all cross terms will contain 

a factor of 2. Therefore, for a polynomial                      [ ], it 

follows that                              (             )
 
 

       Similarly, it can be seen that               for any positive integer   . 

Thus, for example,                       The utility of this will be clear in the 

following examples.  

Example 3. Let           , and choose the primitive polynomial       

          in   [ ] Then for the element     in the field    [ ]       of order 8, 

we list the field elements that correspond to the first seven powers of a in the following 

table.  
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Let   be the BCH code that results from considering the first four powers of    

To determine the generator polynomial      for  , we must find the minimum 

polynomials                    and        But  since      is primitive 

and    , it follows that        . Furthermore,                         

       , since        [ ]. Thus                               

Now, since    
is a root of       the  minimum polynomial       of    

must be one 

of the irreducible factors  of                               By 

substituting    
into each of these irreducible factors, we can find that         is 

equal to zero when evaluated at   . Hence,               . Thus,       

                              The code that results from this 

generator polynomial is a [7,1] BCH code with basis {g(x)} and two codewords.  

Example 4. a. if     it is clear, if  n =2 

       
    

          
    

    
                

           
           

      
    

      
      

   

                                    
     

                    

                                    
     

           

                                 

                

                         

                         

                         
       

 
                        

So the divisors of       are 1,                        and there are a 

chain under divisibility. Conversely, if                where   is irreducible 

and          then neither                 contain the other in   . 

d. If       the,    odd, then  

     (     
)
 

       
      a 

contradiction as                

http://ares.uz/en
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E.   In               1+t),                         

         

The other members                           all lie in smaller 

ideals.  

3. Error Correction in BCH Codes  

The generator polynomial for a BCH code is chosen in a special way because of 

how it allows errors to be corrected in the code. Before discussing the BCH error 

correction scheme, we first note the following theorem.  

Theorem 2. Let   if be a BCH code that results from a primitive polynomial of 

degree   by considering the first   powers of a, and suppose        [ ] has degree 

less than     . Then        if and only if         . For           

Proof. Let       be the minimum polynomial of     in   [ ] for    

       and let       if be the least common multiple of the polynomials       in 

  [ ]  If           then               for some        [ ]   

Thus, (  ) (  )    (  )                  . Conversely, if               

     , then      divides      for          Hence,      divides      and 

          

Example 5. We may construct all binary BCH codes of block length 31. 

Minimal polynomials of elements in         the codes of these generator polynomials  

                                       

                                          

                               

                        

                                                   

                             

               

                                       

                                  

The single-error-correcting code has 5 cheek digits, 26 message digits, and rate 

26⁄ 31.  

4. Polynomial BCH Codes  

With knowledge of polynomial rings and finite fields, it is now possible to 

derive more sophisticated codes. First let us recall that an       block code consists 

of a one-to-one encoding function     
    

  and a decoding 

function      
    

 .  The code is error-correcting if   is onto. A 
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code is a linear code if it is the null space of a matrix              

We are interested in a class of codes known as cyclic codes. Let 𝜑   
  

  
  𝜑  be a binary       block code. Then 𝜑 is a cyclic code if for every codeword 

             the cyclically shifted  -tuple                   is also a codeword. 

Cyclic codes are particularly easy to implement on a computer using shift registers.  

Example 6. Consider the       linear codes generated by the two matrices 

   

(

  
 

   
   
   
   
   
   )

  
 

             

(

  
 

   
   
   
   
   
   )

  
 

 

Messages in the first code are encoded as follows:) 

                                            

                                            

                                            

                                            

It is easy to see that the codewords form a cyclic code. In the second code, 3-

tuples are encoded in the following manner: 

                                            

                                            

                                            

                                            

This code cannot be cyclic, since          is a codeword but          is not 

a codeword. We would like to find an easy method of obtaining cyclic linear codes. To 

accomplish this, we can use our knowledge of finite fields and polynomial rings over  

   Any binary  -tuple can be interpreted as a polynomial in    [ ]. Stated another way, 

the  -tuple (                corresponds to the polynomial 

                   
    

 where the degree of       is at most      . For example, the polynomial 

corresponding to the  -tuple         is.  

                         

Conversely, with any polynomial        [ ]  with deg        we can 

associate a binary  -tuple. The polynomial         corresponds to the  -tuple 

         Let us fix a nonconstant polynomial        in   [ ]. of 

degree      . We can define an       code   in the following 
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manner. If           is a  - tuple to be encoded, then  

                   
    

is the corresponding polynomial in   [ ].  To encode       we multiply by 

      The codewords in   are all those polynomials in   [ ].  of degree less than n 

that are divisible by     .    Codes obtained in this manner are called polynomial 

codes.  

Example 7. If  we let
           , we can define a       code C as 

follows. To encode a 3-tuple               we multiply the corresponding polynomial 

               
                     we are defining a map 𝜑    

  

  
                           It is easy to check that this map is a group 

homomorphism. In fact, if we regard    
  as a vector space over       is a linear 

transformation of vector spaces. Let us compute the kernel of 𝜑. Observe that      

                   exactly when  

                                  
   

            
     

     
     

    

Since the polynomials over a field form an integral domain,         

   
  must be the zero polynomial. Therefore,      𝜑  {     } and 𝜑 is one-to-one.  

To calculate a generator matrix for  , we merely need to examine the way the 

polynomials      and    are encoded: 

               

             

                

We obtain the code corresponding to the generator matrix    in Example  

4. The parity-check matrix for this code is  

 

  (
   
   
   

   
   
   

) 

 

Since the smallest weight of any nonzero codeword is 2, this code has the ability 

to detect all single errors.  

5. BCH Decoding. Let   be a codeword and suppose that at most   errors occur 

in transmitting it by using a BCH code of designed distance       . For decoding 

a received word  , the following steps are  executed:  

Step 1. Determine the syndrome of   , where  
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Step 2. Determine the maximum number     of equations of the form  

                                

such that the coefficient matrix of the    is nonsingular and thus obtain the 

number   of errors that have occurred. Solve this maximal system and form the error-

locator polynomial  

  ∑    

 

   

                               

Step 3. Find the zeros of   by trying         

Step 4. For binary codes, the zeros           determine    already. 

Otherwise, the     can be obtained from the equations ∑                  

{             } (since I is known now). 

 

Conclusion  

Human minds are designed for pattern recognition and we can find algebraic 

structures and applications in common objects and things around us BCH Codes and its 

Application by polynomial is an application of algebra that has become increasingly 

mportant over the last several decades. When we transmit data, we are concerned about 

sending a message over a channel that could be affected by “noise.” We wish to be able 

to encode and decode the information in a  

manner that will allow the detection, and possibly the correction, of errors caused by 

noise. This situation arises in many areas of communications, including radio, 

telephone, television, computer communications, and even compact disc player 

technology. BCH Codes and its Application by polynomial, which is the main part of 

the paper, here we clarified that and its components like coding, encoding, decoding, in 

  [ ] and decoding techniques. For more clarity, we used some of important theorems 

and useful examples. 
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