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ABSTRACT
In this paper proposes one of generalizations ofthe following the mappings
x — x® + ¢ to the multi-dimensional case. An analytical description of the Mandelbrot
set for the twodimensional case is obtained. The properties of Julia sets are studied.

INTRODUCTION

The study of dynamics of the mapping z—z®+c on complex plane to itself
and its various generalizations aredevoted hundreds papers beginning the classical
researches ofMandelbrot, Devaney, Andrien Douady[3,4,9].

In the present time the theory of one dimensional mapping is the most learned
part of the general theory of dynamical systems.

This paper is devoted to one of the possible generalizations case of the problem
of learning properties of the mappings x — x* +c.

Let x=(x,X%,,.,x,)eR", c=(c,,Cy,...C,)eR", 1 ={L2,.,n} and z:1—>I some
permutations. We callthis mapping

X = X2 +Cogr k=10 (1)

on R"to itself is multi — dimensional case of problem of the mappings
x — x® +c. If the permutation zexpansions in product of the several cycles, R" also
expansions Cartesian product of sub spaces every from invariant at (1) mapping.
Therefore dynamical properties are also defined by Cartesian product of dynamical
properties of invariant sub spaces. Hence it is enough to learn when = - cyclical
permutation has maximal length.
First we learn when n = 2. In this case mapping (1) is
X'=y*+c,
{y’ =x> +c¢,
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where (x,y)eR? and (c,,c,)eR’.
1. Fixed points of the mapping (2).
For finding fixed points of the mapping (2) necessary to solve thefollowing
equation
X = (x3 +c2)3 +¢, = x° +3x°c, +3x°c + ¢ +c,. (3)

Let f(x)=x°+3x°c, +3x°c —x+c +c,the polynomial of ninth degree and has
two parametersc, and c,. We know for some ¢, and ¢, equation (3) has at least one
real root. Let denote it by x, =8teR.

Lemma 1. Polynomial f(x) has no four multiple complex roots.
Proof.Let z,is the four multiple complex root of f(x). Then Let z, is also the

8 N
multiple complex root of f(x). By theorem Vietx, +> z, =x, +4z, +4z,=0, hence

i=1

Re z, :—%:—t. Let z, =t +ai then

8
(x—8t)[ J(x- zi):(x—8t)((x+t)2 +a2)4 =x? +3x°c, +3x%cZ —x+c} +¢,.

i=1
The last equality is not true for anyc,andc,.The lemma is proved.

Definition 1. It is known in [2], the determinant

a, a a .. a 0 .. 0
0 a, a a, a, 0
0 . Q, a a .. a
R(f.0)=), b, . b 0 . 0
0 1 2 m
0 b, b b, b, 0
0 0 b, b, b, b,
is called resultant of the f(x) and g(x).
From [2] discriminant of polynomial f (x)
3 2
D(f):H(zi—zj)
i>]
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is exactly equal to the resultant of the polynomials of f(x)and f'(x), i.e.

D(f)=+R(f, f’).
We calculate the resultant

R(f, f')=
100 3, 0 0 3 0 -1 c+c O 0 0 0 0 0 0
010 0 3 0 0 3 0 -1 c+¢ O 0 0 0 0 0
001 0 0 3 0 0 3 o0 -1 c+¢ O 0 0 0 0
000 1 0 0 3, O0 0 3 0 -1 c+c 0 0 0 0
000 0O 1 0 0 3 0 0 3c? 0 -1 c+c O 0 0
000 0O 0O 1 0 0 3 0 0 3c? 0 -1 c+¢ O 0
000 0O O O 1 0 0 3 0 0 3c? 0 -1 c+c O
000 O O 0 0 1 o0 0 3¢, 0 0 3c? 0 -1 ci+g
=9 0018, O 0 9 0 -1 0 0 0 0 0 0 0 0 |=
090 0 18, 0 0 9 0 -1 0 0 0 0 0 0 0
009 0 0 18, 0 0 9 0 -1 0 0 0 0 0 0
000 9 0 O 18, 0 0 9 0 -1 0 0 0 0 0
000 O 9 0 0 18, O 0 9c? 0 -1 0 0 0 0
000 O O 9 0 O 18, O 0 oc? 0 -1 0 0 0
000 O O O 9 0 0 18, 0 0 9c? 0 -1 0 0
000 O O 0 0 9 o0 0 18c, 0 0 9c? 0 -1 0
000 O O 0 0 0 9 0 0 18c, 0 0 oc? 0 -1

= (19683 +1968:? +196837cS — 4374c7C] + 207360,C, + 4096)- (19683 +19683:, +1968cS + 4374c7C2 + 20736c,C, — 4096)

D(f)=R(f, f')=(1968%; +1968%! +1968%3c: — 4374cc? + 20736c,C, + 4096)-
(1968} +1968%: +1968%:3c2 + 4374c2c2 + 20736c,C, — 4096)

According to the lemma 1, the polynomial f(x) does not havefour multiple
complex roots. Therefore, the equation D(f)=0 defines the multiple real roots of the
polynomial f(x). Hence, if D(f)=0, then cubic parabolas

x=y*+c¢,

y=x>+c,
have a common tangent point, i.e. multiple rootsof f(x). The equation D(f)=0is
equivalent to

256 4096
c,C, + =0

o9ct +9c? +9c3c® —2cc? + =
! 2 tre T oo7 2187

and
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256 4096
9c! +9c? +9c3c? +2c2c? + c.C, — = 5
1 2 1v2 1v2 27 1v2 2187 ( )

which will be considered as a function c,(c,) given implicitly. How many ordinary
functions are defined by implicit functions (4) and (5)?

a) Firstwe investigate the equation(4).Wecalculate the discriminant of polynomial
(4)with respect to the variable c,. By the known [2] formulas we find

o C—E o 16Y’ o, 1024’
27 27 729

Since the equation (4) for D =0 has one real, for D< 0 tworeal roots and for D> 0
has no real root then we get the foIIowing statement.

4
Lemma2. If c,<——— then (4) defines two functions, they connected b
c, < e or c, >3\/§ 4) y y
: 4 4 4
the pointsc, =—-—— and ¢,=—- . And forc, >-—= and the equation (4
Pl e =37 "3 C>3J§anc<3f | )

does not define any real functions.
Lemma 3. The algebraic curve (4) splits the parameter (c,,c,) plane into three areas.

Proof.We express the symmetric function

M=c14 +c5 +clc —chcj +@clc2 + 209
19683 9 243 19683

by the elementary symmetric functions s=c, +c,, t =c,c,and get

D(f) 2 2 2.0, 256 4096
———==\(c, +C, ) —2¢c,C ch +cc —CfC5 +——C.,C
19683 (( 1+C2) ! 2) 2 2 T gt T o34t Tigees”
(52— 2tf pre - 202 290y, 4090 e o, 102 296, 4096
9 243 19683 9 243 19683

If t< —%, then the polynomial D(f) is factorized

t——‘/—t—— 4t -2 t——‘/—t——
27 27

Thus, the equation D(f)=0 splits into two equations

4t + 2

o(f) | .
19683
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s?—2t— ‘t——‘/—t—ﬁ (6)
t——J—t—E 7)

It remains to note that for t > —%the discriminant is D(f )= 0.

s?—2t+

Finally, the case

D(f)=0
t=— 2%
27
Is also impossible, since s® :—%, t:—% then and the system of equations
8
2
C,+C,) =——
e +e.f =
c,C __ 4
27

has no real solutions.
Returning to the variables c, and c, we obtain two implicitly defined functions

4

cf+c22—clc2—5‘ —clcz—E=O (8)
2, 2 32 4
c, +C, +|C,C, 27‘ C,C, 7 =0 9)
Since, —t—%:—clc2 —%>o the equation (8) defined two curves connected by the
pomts( 4 Jand (i ,—i j Considering the symmetry of (8) byc, and
3333 3/3 ' 33

c,, from lemma 2, we obtain that the two functions defined by (8) the graphsof them
are on the set

And equation (9) with condition —t - % =—C,C, — % >0 doesnot define any curves.

: : 4 4 4
It is clear that with {(c.,c,):c, <———,c, <— C,,C ——— L we
evea <= e s holueaz- e ]

have

2

¢l +C2—[c,Cp ——|—

2
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Consequently, implicit function (8) defines two functionsc, =¢,(c,) and c, =g, (c,)

they are defined on (_w,_i}u[i,m} differentiable and monotonically
3J3] |33

decreasing. From symmetry (8) it follows that ¢*=¢, and ¢,'=¢,. Using the

methods of implicit functions, we can prove that ¢ and ¢, are differentiable

monotonically decreasing functions and they can be defined at the points-i and

3V/3
4

by continuit
33 y y

O

The graphs of these functions are depicted as follows.

@ c,
‘DEI
&
__l a3z
| 4133
D, :
-413.f3 . ¢y
—4i3f3 | @,
D4
@,
Picture 1.

So, the graphs of these functions split the (c,,c,) parameter plane into three open
areas D,,D, and D,. If (c,,c,)eD, or (c,,c,)eD, then f(x) have one real root, If
(c,.c,)e D, then f(x)mayhavemore real roots. If (c,,c,)e¢, Or (c,,c,)eq, then cubic
parabolas
x=y*+c¢,
y=x’+c,
are tangent(Pic 2.)

December, 2023

https://t.me/ares uz Multidisciplinary Scientific Journal



http://ares.uz/en

Academic Research in Educational Sciences Volume 4 | Issue 12 | 2023

ISSN: 2181-1385 ISI: 0,967 | Cite-Factor: 0,89 | SIS: 1,9 | ASI: 1,3 | SJIF: 5,771 | UIF: 6,1
- - - - -~ - - -~ - -~ - - - - - -

Y y

y=x +16 y=x-13

Picture 2.
b) Thenwe investigate the equation(5).We calculate the discriminant of polynomial
(5) with respect to the variable c,. By the known [2] formulas we find

2 2 3
Dz—[cf —gj (cf +gj [cl“ +@j :
27 27 729

Since forany c, # iﬂthe discriminant of the equation (5) D< 0, it means that

33
equation (5) has two real roots for any c, = iﬂ.

33

Lemma 4. Equation (5) defines two functions for anyc,, and they intersect at the

42 42
N4 oand ¢ =<4
33 and &, 343

Lemma 5. The algebraic curve (5) splits the parameters (c,,c,) plane into five areas.

points ¢, =—

Proof. We express the symmetric function
256 4096

D(f) 4 4 3.3 2 2.2
——2~=¢, +C, +C;C, +—C,C;, +——C,C, ———.
19683 2 Y72 9 t7? 24377 19683

By the elementary symmetric functions s=c, +c,, t =c,c,and get

D(f) _

256 4096 _
19683

CC,———=

243 19683

=(s? —2tf +1° 16, 256, 4096 o pie s, 2040, 296, 4096
9 243 19683 9 243 19683

2 2
((c1 +c,) - 20102) —2c2c? +clcl + §cfc§ +
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If t<;—3, then the polynomial D(f) is factorized

3 3
a2 /_(t_lﬁj -2 /_[t_lﬁj
D(f) o 27) | _ 27) |

19683 2 2

Thus, the equation D(f)=0 splits into two equations

3
s -2t - —(t—ﬁj =0 1D
27
3
s? —2t+ _(t_gj =0 (12)
27

It remains to note that for t>% the discriminant is D(f)=0.

Finally, the case
D(f)=0
16
27

also impossible, since s® =%, tzg then and the system of equations

,» 32

C,+C,) =—

(0 +e.f =

c,C —E

1v2 27
has no real solutions.

Returning to the variables ¢, and ¢, we obtain two implicitly defined functions

16\’
c2+c2- |-lcc,——1| =0 13
oo ) e
cZ+ci+. |-|ccC —EB—O (14)
1 2 1¥2 27 -

Since, - (t — %) =—C,C, + % >0 the equation (13) defined two curves,they intersect at

ﬂ ﬂ Jand (ﬂ _M
3J/3 33 3V3 ' 33

symmetry of (13) by ¢, and c,, from lemma 4, we obtain that the

the point (— J Considering the
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two functions defined by (13) the graphs of them are on the set (c,,c,)eR?.
And equation (14) with condition —(t —%j =—C,C, +% >0 does not define any

curves.
It is clear that with (c,,c,)eR? we have

3
¢/ +c? —\/—(clc2 —gj =0

Consequently, implicit function (13) defines two functions c, =y,(c,) and ¢, =w,(c,)
they are defined on (-, +), differentiable and monotonically decreasing. From
symmetry (13) it follows that w,* =y, and y,' =y,. Using the methods of implicit

functions, we can prove that y, and w, are differentiable and monotonically

42 42 ]and (4\/5 4\/5)

decreasing functions and they intersect at the points (—

33 33 33 33
a2\ (48| _ah (3] (4 o
1 N G WY YR “avz) "sE) 3

The graphs of these functions are depicted as follows.

4

el

()

Picture 3.
So, the graphs of these functions split the (c,,c,) parameter plane

into five open areas D,,D;,D,,D, and D;. If (c,,c,) belongs to
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one of D,,D;,D,,D; then f(x) have one real root, If (c,,c,)eD, then f(x) can have
more real roots. If (c,,c,)ew, Or (c,,c,)eyw, then cubic parabolas

XK=y (10a)
y=x>+c,
are tangent (Pic 4.)
Y y /y=x"+084..
/y=x"+128.. [P
T x=y 104 R ess.
7 AT
’ ’ ! _,rll’l
Picture 4.
If we depict ¢, ,p, , v, and w, onthe(c,c,) plane, we get the following picture.
IIII 62

Picture 5.
The black area is the Mandelbrot set which we will define on next
part of this paper.
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2. Graphical analysis.

In this part of the paper we introduce a geometric procedure that will help us
understand the dynamics of some two-dimensional mappings. This procedure, called
graphical analysis, enables us to use the graphs of functions to determine the
behavior of orbits in many cases. Suppose we have the two-dimensional mapping

. .{X' = f(y.c,)

"y =g(x.c,)
and wish to display the orbit of a given point (x,,y,). We begin by superimposing the
graph of x= f(y,c,) on the graph of y=g(x,c,). The points of intersection of the
graph x= f(y,c,) with the graph of y=g(x,c,) give us the fixed points of F . To
find the orbit of (x,,y,), we begin at the point (x,,y,) on the XOY plane. We first
draw a horizontal line to the graph of x= f(y,c,). When this line meets the graph of
x=f(y,c,), we have reached the point (f(y,.c,)y,) then draw a vertical line and
denote it by v,. We again begin at the point (x,,y,) on the XOY plane we draw a
vertical line to the graph of y =g(x,c,). When this line meets the graph of y=g(x,c,),
we have reached the point (x,,g(x,.c,)) then draw a horizontal line and denote it by
H,. The intersection point of v, and H, is (f(y,,c,),g(x,.¢,))=(x,,y,) the next point of

the orbit of given point (x,,y,). To display the orbit of (%0, 0) geometrically, we thus
continue this procedure over and over, in the next step we denote V,,, instead of v,
and H,

i+1

orbit of (x,,y,) by the mapping of F . In the Picture6. we depicted graphical

i+1

instead of H,. The intersection point of v, and H, is the i th point of the

Xpu = Yo +Cy,
analysis of (x,,Y,) by |y ., =x3+c,, n=012,...

Picture 6.
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For an arbitrary initial point (x,, y,) the orbits is determined by the following formula
Xog = yr? +C
Yo =X +C,, N=012,.

It is tame that F,, mapping maps the vertical interval to the horizontal interval
and inversely. Interval may be contract or extend. This proved the following
theorem.

Theorem 2. If the mapping (2) has only one fixed point then every point
except the fixed, tends to infinity, i. e. x, > o, y, —o.

Let J(f) be the set of all points (x,,y,)eR? that the orbit of them bounded.
Definition. The set J(f) is called the filled Julia set.

Definition. The boundary of the filled Julia set is called Julia set.
By the graphical analysis we obtain the following theorems.
Theorem 3. If the mapping (2) has one fixed point then one J(f) consist of

only one point which is fixed.
Theoremd4. J(f)is connected set if and only if the mapping (2) have fixed

points more then one.

Theorem 5. Let the points (p,,q,).(p,,d, ). (p,,q, )to be the fixed points for
the mapping (2), the points (pi,qi);t(pj,qj) are arbitrary two points of them, the
points (p;,q;) and (p,,q;) are the periodic points with prime period two.

Proof. The points (p;,q;)=(p;,q;) are fixed, let
{xo =P :>{x1 =q% +¢, =P, :>{x2 =g’ +¢, =P,

Yo=0i |y,=pi+c, =0, |¥2=P]+C =0

We see (p;,q;)—(p;.q;)—(p;. a;) by (2). The theorem is proved.

Statement 1.The equations for finding fixed points and for finding periodic
points with period two are the same, therefore this theorem is true. In first section
we learnt the properties of fixed points, many of them are true for the periodic
points with period two.

Definition. The mapping F undergoes a saddle node bifurcation on the line
(curve) &(c,,c,)=0 depending on parameters defined on R?:

1. For &(c,,c,)<0 (resp. &(c,,c,)>0), F has no fixed point on R?.
2. For ¢&(c,,c,)=0, F has one fixed point on R* and this
fixed point is neutral.
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3. For &(c,,c,)>0 (resp. &(c,,c,)<0), F has two fixed points on R?, one
attracting one repelling.

Definition. The mapping F undergoes a period doubling bifurcation on the
line (curve) &(c,,c,)=0 depending on parameters defined on R?:

1. For &(c,,c,)<0 and &(c,,c,)>0, F has no cycles of the period 2 on R*and
there is unique fixed point p, . (may be more) for Fon R®.

2. For &(c,,c,)<o(resp. &(c,,c,)>0), F has no cycles of the period 2 on R?
and p,, is attracting (resp. repelling).

3. For &(c,,c,)=0, P, is neutral.

4. For £(c,,c,)>0 (resp. &(c,,c,)<0), there is unique 2-cycle Og,,0cc, on R’
with F(q;Cz):qCZlCZ. This 2-cycle is attracting (resp. repelling). Meanwhile, p, is
repelling (resp. attracting).

5.As  £(c,,c,)—>0+0(resp. &(c,,c,)>0-0), this 2-cycle Gy, — P, .

Definition. The lineswhich bifurcation occurs on them are called bifurcation

line (=the analog of bifurcation point is in one dimension).
In our case the lines ¢,,¢,,, and y, are the bifurcation lines of the mapping

2).

@ Definition: The critical points of the mappingF are all points(x_,y,) which

determinant of Jacobian matrix at these points is equal to zero A(J(F(x,,y,)))=0.
Definition: The Mandelbrot set M, for the mappingFis the set of all points

(c,,c,)on the parameter plane, which the orbits of the all critical pointsare bounded.

This picture is the Mandelbrot set for our mapping (2).

Picture 7.
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